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Abstract

The EU Artificial Intelligence Act (Al Act) establishes arisk-based
framework for AI management, imposing strict requirements
on high-risk systems commonly used by public authorities.
Candidate countries seeking alignment with EU law face two
main challenges: implementing controls equivalent to those in the
Al Act and maintaining data-protection rules consistent with the
GDPR and the Council of Europe’s Convention 108+. This paper
proposes a compliance framework for public-sector Al, using
© O [ North Macedonia as a case study due to its GDPR-based Law on

Personal Data Protection. The study applies a standards-based
approach to connect typical public-sector Al applications with
the requirements of the Al Act and the safeguards in the GDPR
and Convention 108+, and recommends a practical workflow that
integrates fundamental-rights impact assessments (FRIAs) and
data-protection impact assessments (DPIAs). The results indicate
that effective harmonisation depends on clearly defined roles
for Al oversight and data protection authorities, procurement
rules that support auditability, logging, and change control,
and ongoing monitoring with enforceable redress mechanisms.
Scenario analysis demonstrates that this integrated approach can
reduce correction cycles and facilitate challenges to decisions
over a 36-month period.
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1. Introduction

Public administrations are increasingly using Al-enabled systems to detect fraud, manage queues,
allocate resources, and support decision-making. While these systems can enhance service delivery and
consistency, they also raise privacy and fundamental rights risks due to the large volumes of personal
data processed, the exercise of state authority, and the delivery of legally significant outcomes. In areas
such as identity management, social benefits, education, policing, and tax compliance, Al outputs can
influence eligibility, prioritisation, enforcement, and access to essential services. The European Union has
addressed these challenges by adopting Regulation (EU) 2024/1689 (“Al Act”), which aims to promote
trustworthy Al, protect fundamental rights, and harmonise the market. The AI Act uses a risk-based
approach, prohibiting certain practices and imposing strict requirements on “high-risk’ systems, including
governance, documentation, logging, transparency, human oversight, cybersecurity, and post-market
monitoring. The Al Act is designed to complement EU data protection law and must be implemented
alongside GDPR obligations when personal data are processed. For candidate countries, harmonisation
extends beyond legal transposition to include institutional capacity, procurement governance, technical
expertise, auditability, and enforceable citizen redress. North Macedonia serves as a useful example, as its
Law on Personal Data Protection is explicitly harmonised with the GDPR (Official Gazette No. 42/20 and
294/21), providing a strong foundation for privacy compliance.However, GDPR alignment alone does not
ensure readiness for Al Act requirements such as risk management systems, conformity logic, lifecycle
monitoring, and fundamental rights governance in Al-supported public decisions.

Research questions

* RQI1: What are the principal privacy risks of public-sector Al when mapped to the Al Act risk
taxonomy?

* RQ2: How should candidate countries allocate roles between Al oversight functions and data
protection authorities to avoid fragmentation and enforcement gaps?

e RQ3: What integrated compliance architecture best supports harmonisation for North Macedonia
(asanillustrative case), considering its GDPR-aligned privacy law and Convention 108+ principles?

Contribution

This paper contributes a compliance architecture tailored for candidate countries. It integrates Al Act
and GDPR/Convention 108+ safeguards into a single operational workflow, grounds implementation
in procurement and auditability controls, and introduces measurable operational targets for a 36-month
transition. This approach enables administrations to evaluate progress under uncertainty.

2. Materials and Methods
2.1 Research design

This study applies a standards-based doctrinal and policy design that combines legal interpretation with
governance engineering. It triangulates:

1. Primary legal texts: Regulation (EU) 2024/1689 (Al Act) and Regulation (EU) 2016/679 (GDPR).

2. Supervisory guidance: European Data Protection Board (EDPB) materials, including Statement
3/2024 on data protection authorities’ role in the Al Act framework.




3. Council of Europe standards: Convention 108 modernisation materials (Convention 108+
protocol context) and the North Macedonia data-protection law publication sources.

4. Operational risk governance: NIST Al Risk Management Framework (Al RMF 1.0) as a practical
mapping framework for lifecycle controls.

2.2 Analytical framework: integrated mapping
The analysis maps public-sector Al use cases onto a three-layer compliance stack:

* Al Act layer: risk classification, prohibited practices, high-risk governance duties, transparency
duties, and post-market monitoring.

* Data protection layer: lawful basis, purpose limitation, minimisation, security, DPIA triggers,
accountability, and enforceable rights.

* Fundamental rights and oversight layer: contestability, human oversight thresholds, public
accountability, administrative-law remedies, and supervisory coordination (including DPA
involvement).

2.3 Quantified scenario method (present vs future)

Due to the limited availability of public empirical data on public-sector Al harms and correction cycles
in candidate countries, this study introduces a scenario-based operational KPI model (Figure 2) to
quantify expected impacts over a 36-month transition. The values serve as targets for implementation
planning, allowing for evaluation once administrative metrics become available.

2.4 Limitations

This paper presents a governance design study, not a causal impact evaluation. The quantitative component
is a transparent scenario model that should be replaced with administrative statistics when available.

3. Results
3.0 Synthesis
Three findings emerge:

F1. Public-sector Al frequently qualifies as high-risk. Public authorities often deploy systems affecting
access to essential services, legal status, or enforcement attention, which tend to align with high-risk
categories and corresponding obligations.

F2. GDPR alignment provides a strong baseline but not AI Act readiness. North Macedonia’s GDPR-
aligned law supports lawful processing, DPIAs, rights, and accountability, but candidate countries still
need Al-specific lifecycle controls, procurement auditability, and monitoring capabilities.

F3. The most durable harmonisation approach is integrated governance. Separate “Al compliance”
and “privacy compliance” tracks create duplication, gaps, and weak accountability. EDPB guidance
supports a coordinated model where DPAs remain central, especially where personal data processing and
fundamental rights risks overlap.
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3.1 Privacy risks and control requirements in public-sector AI

Public-sector Al introduces privacy risks through data expansion and decision amplification. Data
expansion occurs when administrations link datasets across registries and service domains, such as civil
registry, benefits, education, policing records, and tax signals, to generate predictive or risk-scoring outputs.
Decision amplification arises when model outputs affect significant determinations, including eligibility,
prioritisation, suspicion flags, inspections, or resource allocation. Under the Al Act, high-risk systems must
implement controls similar to a “fundamental-rights safety case,” including documented risk management,
data governance, technical documentation, logging, transparency, human oversight, cybersecurity, and
post-market monitoring. These requirements overlap with GDPR duties, such as lawful basis, purpose
limitation, data minimisation, security, and enforceable rights. While North Macedonia’s GDPR-aligned
law establishes these privacy foundations, public-sector Al requires further operationalisation, including
dataset lineage documentation, secure logging, change control, and effective procedures for individuals
to challenge and correct errors. Impact assessment is central to compliance. The GDPR’s DPIA offers a
structured approach to assess necessity, proportionality, and mitigation for high-risk processing. The Al
Act adds fundamental-rights logic, which can be addressed through FRIA-style assessments, creating
a unified pathway that covers privacy, bias, explainability, model drift, and downstream effects. This
approach helps prevent the common issue of treating privacy compliance as a paperwork exercise rather
than an operational control system.

3.1.1 Harmonisation challenges for candidate countries (North Macedonia as an illustrative case)
Candidate countries face harmonisation constraints beyond legal transposition:

1. Institutional ecosystem gap: The Al Act assumes competent authorities, audit capability, and
coordination mechanisms, including interaction with DPAs. EDPB Statement 3/2024 clarifies that
DPAs should play an important role in the Al Act framework, particularly where personal data are
processed.

2. Procurement is the primary delivery channel in public administration. Vendors and
procurement processes often determine system features and auditability. Without procurement
clauses that require documentation, logging, testing access, and audit rights, administrations risk
acquiring “black-box” systems that are difficult to validate, contest, or correct.

3. Capacity and vendor dependence: Limited in-house expertise increases third-party and
cybersecurity risks and may reduce the administration’s ability to enforce lifecycle monitoring or
corrective actions.

4. Policy volatility and timing uncertainty: Public reporting and policy debate indicate that timelines
and burden-sharing for high-risk compliance have been politically contested, suggesting candidate
countries should design governance that remains robust even if EU implementation calendars or
documentation burdens evolve.




3.2 Figures and Tables
Figure 1 (Mandatory)

Figure 1. Integrated compliance architecture for public-sector Al in a candidate country (Al Act +
GDPR/Convention 108+)
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Figure 2 (Quantified present vs future comparison; plotted)

Figure 2. Illustrative present-to-future operational metrics under integrated AI governance
(36-month transition targets)

80 -
60 -
0
>
a8
40 4
20 A
ed) o) o) o)
d«J“aqm N ost0o” o 120" or® we® (30
(V0 e oW

Ba&g\.ﬂ\e




EGE SCHOLAR JOURNAL

. =
[<P] e (5]
& = = 5
=
S = s = 7
= <5
gg T | 23 s
- @» 133 >
2 2y g8 £L =2
s = =D = £ TR
= S = S = = = N =
A - = ° = =g E=I
> S s = o
3 E » 2L =
o > < 2
N O < E =3
> = =
< o0 @ §
> = k2
< =
Baseline (periodic/fragmented) 90 60 1 120
Transition (12 mo) 30 21 1.2 60
Post-harmonisation (24 mo) 14 14 1.4 45
Mature (36 mo) 7 7 1.6 30

Interpretation (policy-relevant): Under a staged integrated-governance model, administrations can
target (i) shorter detection-to-correction cycles, (i1) improved audit-yield direction through better logging
and documentation, and (iii) shorter citizen redress cycles because contestability and traceability are built
in. These are measurable and falsifiable once agencies begin collecting administrative metrics.

Table 1. Public-sector Al use cases, privacy risks, and minimum safeguards (candidate-country

harmonisation view)
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4. Discussion
4.1 Avoiding the “two-regime trap”

A frequent implementation issue is treating Al governance and privacy governance as separate processes.
This leads to duplicated documentation, unclear accountability, and enforcement gaps. In public-sector
systems, the same pipeline generates both Al Act obligations (risk controls, logging, monitoring) and
GDPR obligations (lawfulness, minimisation, rights, DPIA). The recommended solution is to adopt
integrated workflows and supervisory coordination, rather than maintaining parallel compliance structures.

4.2 Institutional model for candidate countries

A practical institutional model for North Macedonia and similar jurisdictions includes the following
components:

* Aloversightfunction (Al office/competent authority): classification registry, coordination, incident
handling, procurement governance standards, and (where applicable) conformity pathways.

* Data Protection Authority (DPA): maintains authority over processing legality, DPIAs, rights
management, security enforcement, and remedies, especially when Al systems process personal
data at scale.

e Joint protocol: shared templates, joint audits for high-impact deployments, and clear lead-
regulator assignment based on the type of harm (privacy breach, model failure, or fundamental
rights impact).

4.3 Present vs future: measurable expectations
Including measurable “before and after” operational indicators will strengthen your manuscript:
* Detection latency and correction-cycle duration (administrative timeliness metrics),
* Validation rejection rates (procurement and documentation quality proxy),
+ Citizen redress cycle time (contestability proxy),
* Audit yield direction (enforcement effectiveness proxy).

The integrated architecture improves performance by requiring logging, change control, and documented
decision pathways. These conditions support both privacy enforcement and meaningful contestability.

4.4 Implementation under uncertainty

Given the challenges and political pressures surrounding digital regulation, candidate countries should
avoid delaying action and instead implement durable baseline controls: procurement auditability, DPIA/
FRIA capability, and enforceable redress. These measures remain valuable even if EU implementation
timelines change.
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5. Conclusions

Public-sector Al presents high risks because it concentrates sensitive data and makes decisions that affect
rights and access to essential services. The EU Al Act offers a lifecycle governance model that, combined
with GDPR and Convention 108+ safeguards, can be adapted for candidate-country compliance. North
Macedonia’s GDPR-aligned privacy law provides a strong foundation, but Al Act readiness requires
additional measures: risk classification discipline, combined impact assessments, procurement clauses
ensuring auditability, and post-deployment monitoring with measurable targets. An integrated compliance
architecture anchored in procurement and continuous monitoring is recommended. Candidate countries
should implement a staged 36-month programme with operational KPIs to track progress and ensure
contestability and rights protection in public-sector Al.

Patents

No patents are claimed. This manuscript proposes legal and governance mechanisms for public
administration. Any patentable outcomes would likely result only from later proprietary software
implementations, such as integrated DPIA/FRIA tooling platforms or Al system registries with automated
compliance checks, which are beyond the scope of this research.

Supplementary Materials

Supplementary materials may include: (i) a combined DPIA and FRIA template; (ii) a procurement clause
library covering audit rights, logging, incident reporting SLAs, change control, and exit strategy; (iii1)
a governance checklist for public-sector Al registries; and (iv) a citizen-facing transparency notice and
redress workflow template.
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Appendix A

Minimum required fields for a combined DPIA and FRIA include: system purpose and necessity
rationale; dataset sources and minimisation; model type and explainability limits; bias testing plan;
human oversight thresholds; logging design; incident response and notification SLAs; redress and appeal
workflow; retention schedule; third-party access controls; cybersecurity controls; and periodic revalidation
schedule.

Appendix B

Essential procurement clauses for public-sector Al include: vendor documentation (model cards,
data lineage, performance metrics); audit rights; secure logging and access to logs; independent testing
access; change control and versioning; incident notification SLAs; exit strategy and data return; training
obligations for civil servants; and transparency text support.
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